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Injustice in Our Criminal Justice System

Disproportionate Incarceration Rates
● Dating back to 1999, 49% of 

prison inmates were African 
American, despite African 
Americans comprising only 13% 
of the overall population

● Estimates suggest that 5-10% of 
the incarcerated population are 
innocent

● Study shows that 4.1% of 
incarcerated individuals under a 
death sentence could be 
exonerated



The Purpose in Our Work

● Enhance the use of AI and ML 
technologies within the criminal justice 
system

● AI technologies should be fair, reliable, 
and transparent

● Mitigate bias that is inherent in the 
system due to historical data

● Secure justice for all and protecting 
humanity

● Test models against historical decisions 
to ensure reliability in our work



● Nonprofit Organization dedicated 
to exonerating wrongfully 
convicted individuals

● Advocates for policy and 
practice changes to prevent 
wrongful convictions

● Assists clients with post-release 
life adjustment

● Raise awareness through 
partnerships with educational 
institutions

● Database of wrongfully convicted 
individuals who have been 
exonerated

● Raises awareness of systemic 
issues and advocates for criminal 
justice reforms

● Contains annual reports with 
trends and patterns that 
highlight issues

● Partners with innocence 
organizations, legal clinics, and 
academic institutions



Our Data
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Data Sources & Filtering
Preliminary Goal: 100-200 documents of murder case 
opinions (50-100 documents of 
exonerated/non-exonerated cases)

Data Sources: 
● Exonerated cases: The National Registry of 

Exonerations
● Non-exonerated cases: Casetext or Westlaw

Data Filtering: 
● Murder cases with exonerations within the last ten 

years
● Excluded federal Supreme Court cases



Data Selection Process
● Randomly selected one case from each state
● Randomly selected additional cases to reach ~100 data points

○ Located corresponding documents on Casetext and Westlaw
● Eliminated cases with unavailable documents
● Repeated the process until reaching a sufficient number of data points in the desired 

range

Final dataset contains 140 cases total (70 exonerated & 70 non-exonerated)



Where Is Our Data From? 
Geographic Distribution of Exonerations

Heat Map of Original Data Heat Map of Sample Data



Racial Distribution of Exonerees

Original Data Sample Data
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Vanilla NMF framework:

Nonnegative Matrix Factorization (NMF)

(Data Matrix)  ≈ (Feature Matrix) x (Basis Matrix)



Semi NMF
● Semi NMF is a variation of NMF, where the basis matrix F can have positive and 

negative values, while the coefficient matrix G is non-negative
● Used for document embeddings, which are represented as column vectors of the 

input matrix X
● The flexibility in F allows for a better representation of our complex mixed-sign data
● The sparse, non-negative G helps us identify the most significant features in our data
● Our algorithm1 minimizes the objective function to achieve matrix factorization: 

● This factorization transforms X into a product of F and GT for better data 
interpretation

1. C. H. Q. Ding, T. Li and M. I. Jordan, "Convex and Semi-Nonnegative Matrix Factorizations," in IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 32, no. 1, pp. 45-55, Jan. 2010, doi: 10.1109/TPAMI.2008.277.



Convex NMF
● Convex NMF is a variation of NMF where the basis vectors F (represented by W) are 

combinations of the input data columns, similar to how cluster centroids work
○ This ensures that the basis vectors lie within the column space of the input 

matrix X
● Used for non-negative and mixed-sign data, and it produces sparse factors which 

highlight key features in our data
● Our algorithm1 transforms F into a product of X and W for better data interpretation: 

○

1. C. H. Q. Ding, T. Li and M. I. Jordan, "Convex and Semi-Nonnegative Matrix Factorizations," in IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 32, no. 1, pp. 45-55, Jan. 2010, doi: 10.1109/TPAMI.2008.277.



Semi-Supervised NMF (SSNMF)
● SSNMF incorporates both labeled and unlabeled data during factorization process, 

and it helps the model generalize better to new, unseen data. 
○ The labeled data helps the model understand the specific features or categories 

of interest. 
○ The unlabeled data ensures the model captures the overall data distribution.

● We want to minimize         , where lambda is a weight 
parameter, Y is the label matrix (document x class), B is the basis matrix for Y

H. Lee, J. Yoo and S. Choi, "Semi-Supervised Nonnegative Matrix Factorization," in IEEE Signal Processing Letters, vol. 17, no. 1, pp. 
4-7, Jan. 2010, doi: 10.1109/LSP.2009.2027163. 



Kernel SSNMF: Our Extension
● We project the data to a higher dimensional space (kernelize the data vectors).

● Our objective function becomes 

● Our method is semi-supervised because we have stacked it with a label matrix and 
we follow the update rules of Convex NMF, thereby restricting the F matrix to be a 
convex combination of the data matrix, Z.



Kernel SSNMF: Computational Strategy
● We overcome the need for computing phi(X) by directly computing the kernel matrix 

below which would be expensive for large number of features.
● Our objective function for minimizing the error becomes

● Also, similar to SSNMF, A (our basis matrix for phi (X)), B (our basis matrix for Y), and S 
(feature matrix) becomes 



Kernel SSNMF Classification Theory

● We are primarily concerned with testing our algorithm on a tall matrix because here 
we would only compute the inner product verses for a wide matrix where we would 
compute phi for all features.



Experiments & Results
04



LLMs and Embeddings
● Large Language Models are designed using deep learning architecture known 

as the transformer which uses vector encodings to transfer human text.
● We transformed our text to vectors and performed simple classification tasks 

using SSNMF and SVM to classify cases as exonerated or non-exonerated.



Layered Summaries using GPT 3.5
Outcome Prompt:

“Give me a good summary for this 
case to help the judge decide whether 
exonerated or non-exonerated.”

Testimony Prompt:

“Evaluate how the accuracy and 
reliability of eyewitness testimony 
influenced the outcome of this case, 
considering factors such as the 
witnesses' credibility, consistency, and 
potential biases.”



Choosing Summary Prompt



Test Kernel SSNMF on Embeddings
We test Kernel SSNMF for predicting wrongful convictions with LLM embeddings
Steps for Testing:
1. Set regularization parameter λ=1, max_iter=1000 for consistency (kernel SSNMF 

has much faster convergence)
2. Select different numbers of topics and 6 random states for train test split
3. Run kernel SSNMF with linear, rbf, sigmoid, and polynomial kernels 
4. Train SVM classifier & grid search with the reduced feature matrix to compute 

the test accuracy for each experiment
5. For comparison, perform the same procedure using Convex NMF and regular 

SSNMF



Compare Algorithm Performance 

We 

0.7



Combined Results
● We 



Evaluation & Future 
Directions
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Evaluate Our Experiments
Strengths:
● Multiple metrics are applied to reduce randomness in testing
● LLM word embeddings of the summaries reduce dimension and cut down 

computation time
Future Improvements:
● Try more random states and experiments
● Get access to specialized legal LLM for more reliable summaries
● Current embeddings are at document-level. Will try interpret the textual 

meanings of the topics detected



Evaluate Kernel SSNMF
Strengths:
● Demonstrate robust performance in learning LLM word embeddings of long 

legal documents compared with benchmark algorithms
● Does not impose non-negative constraint on the data matrix
● Fast convergence
● Incorporate labeling information in training stage
● Flexibility in choice of kernels and regularization parameters 

Potential Improvements:
● Implement on a wider variety of datasets to learn about its general performance
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